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The Large Hadron Collider [LHC] | A&

 Built in a 100 meter underground
27 Kms circumference tunnel.

Located at CERN (Geneva)

* p-p collisions at 14 TeV @ 25 ns.

« Starts operations in summer 2008.

¥ Anad)
& & N i

Large Hadron Collider & CERN area L : -
arge Hadron Collider — Tunnel view (2008)
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The Large Hadron Collider [LHC

 Four particle detectors responsible to detect results of p-p collisions:

* A plethora of new particles produced per collission = Their tracks are
examined for evidences of new physics, to explore the fundamental
nature of matter, and the basic forces that shape our universe.
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The Compact Muon Solenoid [CMS

« CMS is a large worldwide collaborative effort:

- 2900 physical scientists (of a total of 3400 collaborators)
- 180 Universities and Research Laboratories (40 countries)
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CMS central part (YBO) landing at the pit (Feb. 200 7) CMS inner tracker installation (Dec. 2007)

» CMS sub-detectors almost commissioned

* When the LHC starts operations in 2008, the CMS DAQ rate ~ 300 Hz
will provide data from the detector at ~450 MB/s - ~PBs/year .
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WLCG computing architecture |

« WLCG: Grid infrastructure to store and analise all the LHC data.
 Formed by hundreds of computing centres in more than 20 countries.
e Operated by two large Grid projects: EGEE and OSG.

s CGLC

Enabling Grds
farE-sclenck

s

B

A map of the worldwide LCG infrastructure operafed by EGEE and Q3G
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WLCG computing architecture Il

Tier-0: the accelerator centre

- Data acquisition & initial processing

- Long-term mass data storage

- Distribution of data - Tier-1 centres

Tier-1: “online” to the DAQ

- High availability centers

- - Custodial mass storage of share of data
- Data reconstruction and reprocessing

- Distribute analysis data - Tier-2s

WLCG Tier-1 sites

Tier-2: ~100 centres In ~20 countries

- MonteCarlo Simulation = Tier-1

- End-user analysis
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CMS WLCG computing architecture 4%

CMS detector 10 Ghps
\ > CERN Analysis Facility

1 Tier-0

10 Gbps Optical Private Network
LHC-OPN

/ VX

Switzerland

/ \
Taiwan UK Italy France Spain us Germany
NRENSs @ @ @ @ @

1 Gbps 2 10 Gbps

.T\

Coimbra

~50Tier-2s ... ... ... ... ...

Santander

SWE region
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CMS SWE region: Tier-1 & Tier-2s Ul

e Tier-1 SWE region - PIC
 Tier-2 Spanish federation - CIEMAT, IFCA
 Tier-2 Portuguese federation - LISBON, COIMBRA

« Commitments :

- Provide resources equivalent to 5% of the total CMS needs for Tier-1
and Tier-2.

- Provide the corresponding services with a good quality .

- Provide computing environment _ to the Spanish and Portuguese CMS
HEP community for an appropriate profit of LHC physics potential

* Main goal : be prepared in mid-2008 for first physics LHC run.
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Tier-1: Port d’'Informacio Cientifica | Az

SWE region: Tier-2s associated to Tier-1 PIC

‘} o]

IFCA [Santander]

USC [Santiago] ;

LIP [Coimbra]

‘ “ W “UB [Barcelona]

- UAM [Mad'l'ld]

‘ S8 UFIC vaiencia] : L, . .
el B Port d’'Informacio Cientifica

LIP [Lisboa]. *

- d‘._ o IFAE [Barcelona]

ClEMAT[Ma%& A ﬂ;PIC[BalceIona]

" [PIC]

» Provider of computing services for scientific
research in collaborative environments with
lots of data. (TB-PB)

e Tier-1 for ATLAS, CMS and LHCDb.

 Services provided for other disciplines:
Astrophysics, medical imaging...

(*) 150 m2 machine room - UPS of 200 KVA - Diesel generator 500  KVA - 1000 rack units - 300 KW air conditioned — Tape = mass storageSTK-5500+IBM-3584.
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 Reliability is an important issue for a T1 (24x7):

- Typical PIC monthly WLCG site reliability has shown to be above 95%.

e PIC computing contribution for storage and processing:

Spain PIC CMS PIC
Tier-1 CPU [KSI1ZK]

Tier-1 CPU [KSIZK] 2594 477 1058 2516
Tier-1 Disk [TBs] Tier-1 Disk [TBs] 21 355 630 1113
Tier-1 Tape [TBs] Tier-1 Tape [TBs] 142 487 974 1677

« As of May 2008 (ramping up to 2008 deliverables):

- Total CPU capacity of 1500 kSI2k (~600 job slots).
- Disk storage service of ~ 600TB (120 TB for CMS) - to grow to 1 PB by mid-2008.

- PIC is connected to Tier-0 and Tier-1s through 10 Gbps LHC-OPN .

e Connectivity to Tier-2 centers is routed through the Spanish NREN
RedIRIS. Currently limited to 2 Gbps - upgrade to 10Gbps soon.
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Spanish and Portuguese Tier-2s e

* A total of four Spanish Institutes actively contribute to CMS activities:
CIEMAT and UAM in Madrid, IFCA in Santander, and Universidad
de Oviedo in Asturias = ~ 80 scientists.

CHS Tio-2 Spain

Tier-2 CPU[kSIZK]] 380 760 1280 2260
Tier-2 Disk [TBs] 65 210 420 665

CIEMAT & IFCA:

 In Portugal, about 25 Portuguese physicists and engineers, from five
Institutes (LIP, INESC, IST, INEGI & Univ. Porto ) collaborate in CMS.

CMS Tier-2 Portugal 2007 2008

Tier-2 CPU [k512K] B0 TR0
Tier-2 Dhsk [ TBs] 80 160

LISBON & COIMBRA:
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Recent/Ongoing CMS computing challenges ,(

« CMS undertakes periodic computing challenges _ of increasing
scale and complexity to test its computing model and Grid systems:

* Debugging Data Transfers (DDT): CMS program intended to deliver fully debugged
and operational end-to-end links between CMS Tier centres.

« Computing, Software and Analysis challenge 2007 (CS  AQ7): data challenge in
end of 2007 designed to test the system at 50% of the design goal for 2008.

» CSAO08: challenge to test the system at 100% full capacity, ongoing atm...

« Common Computing Readiness Challenge of 2008 (CCRCO 8): an LHC-wide
computing challenge in which all LHC experiments test their computing activities in
parallel. Preparatory Phase-| series of tests was scheduled for February 2008. Main
Phase-Il is ongoing atm...

* CMS Global Runs: Data taking with Cosmic Muons. A Global Run ongoing atm...

* Performance values are measured, problems are identified and
feedback into the design, integration and operation of the computing
system is provided.
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Data Transfers

* In Sept. 2007, all ‘fake’ LoadTest traffic was moved to independent

non-production data management environtment.
* Only links satisfying certain conditions were enabled or commissioned
and be ready for CMS production activities. Mmetric: ~20 MB/s sustained for 1 day.

CMS PhEDEX - Transfer Rate

52 Weeks from 2007/10 to 2008/10 UTC
2300 I I | | I I I I | | I I I I
. : : : : ~2 GBIs
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Time

* The program has delivered a fully debugged and operational end-
to-end links to the CMS Data Operations team —> =300 certified links
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Debugging Data Transfers @ SWE | A%«

« The DDT has been a useful tool to establish robust to improve the
connectivity of PIC and SWE Tier-2 _ sites to many other centes.

e 2007 results:

150 TBs/month = ~7% of CMS Tier-1s traffic

| Link |LoadTest (TBs)|DDT-1 [TBE}lTﬂWE}l% (CMS Total)|-:-:n m:s ~9% of
PIC T1 Lmport 613 102 1050 10.5 tOta' CMS
PIC T1 Export 435 415 f:u[l i
CIEMAT T2 Import 215 180 2.4 5
CIEMAT T2 Export a0 50 1-L1-E| 2.7 2
IFCA T2 Import 165 160 325 2.0 7
IFCA T2 Export A 75 125 2.4 3
LISBON T2 Import 13 70 B3 0.5 2
LISBON T2 Export 4 [t 7T 1.5 2
COIMBEA T2 Import 0.05 80 20.05 0.5 2
COIMBRA T2 Export 0 82 82 1.6 2

e 2008 DDT results :

- PIC import/exports - up to 350 TB/month —->15(30) TBs export(import) per day.
- Up to 120 TBs/month obtained for T2-Spain - 3(10) TBs export(import) per day.
- Up to 60 TBs/month for T2-Portugal ->1(4) TBs export(import) per day.
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Debugging Data Transfers @ SWE I 4%

» As May 2008, about 30 Tier-2 centers (worldwide) are able to export
data from PIC (nhon-regional transfers ):

30 - —+—ToT1

L2

£ ---&-- From T1

E' —o—ToT2s
25 ---©-- From T2s|

£

o

£

CMS PhEDEX - Transfer Rate 20 4

45 Days from 2008-03-27 to 2008-05-11 UTC
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Time
1 T2_AT Vienna W T2_BE_IIHE |11 T2_BE_UCL ®TZ_BR_UER] [ T2_CH CSC5
[ T2_CN_Bsijing B T2_DE_DESY T2_DE_RWTH B TZ_EE_Estonia [ T2_ES_CIEMAT
[ T2_ES_IFCA I TZ_FI_HIP [ T2_FR_GRIF_LAL [ T2_FR_GRIF_LLR [ T2_HU_Budapest
W T2.T Bari [ T2_IT Legnaro B T2_IT_Pisa [ T2_IT_Rome [ T2_PL Warsaw
B T2_FT_LIP Coimbra I T2_PT_LIP_Lisbon B TZ2_TW Taiwan "1 T2_UK_London_Bruns=l 71 T2_UK_London_IC
[7] T2_UK_London_RHUL [ T2_UK_SGrid_RALPP T2_US Caltech [1T2_US Florids W T2 Us MIT
7] T2_US_Mebraska B T2_Us_Purdus [ T2_Us_ucsD 1 T2_US_ Wisconsin W XT2_Spain_IFCA

» This accounts for ~85% of the “active” CMS Tier-2 centers
* PIC is the 2"d Tier-1 better connected to Tier-0/1s&Tier-2s (1St FNAL).
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The CSA07 CMS challenge

* This challenge was designed to be a 50% capacity test of what is
required for operations in 2008 data taking operations:

- TO reconstruction at 100 Hz.
- Distribution of raw and reconstructed data from TO to T1 sites at 300 MB/s.
- Transfers between T1s at a rate of 100 MB/s, mimicking AOD replication.

- Data skimming jobs at T1 sites (25K jobs/day ) and the resulted data
propagated to T2 sites (20-200 MB/s).

- Data analysis at the T2 sites on the skimmed data (75K jobs/day ).
- MC simulation in T2 sites at a rate of 50 Mevts/month .

o CSAOQ7 started in October 2007 and finished by February 2008:

- Up to 160M MC events were produced at all CMS T2 sites.
- Total of ~920M produced events = 1.9 PB of data (not including replicas).
- Many of the CSAQ7 goals were fulfilled in all sites.

- Transfers T1-T1 were marginally tested and job submission to T2s did not
reach the goal (20K jobs/day).
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CSAO7 challenge @ SWE |

» Successful participation of SWE region in CSAQ7 activities.

 MC production from Spanish and Portuguese sites in CSAQ7,
w/PIC, was of about 24 Mevt (around 7% of total production ).

(*) CIEMAT contributed with 22 Mevt - 10% of total T2s production.

2000 8000
Jobs/6 days at IFCA Jobs/6 days at CIEMAT
5000 7000
§~4ﬂm i 2 I jobs/week
§ 2000 .I ] - % l- =
i M sl W o=l
o TRERE |l L e
- _ |I |_i |- a @ 2000 5 3 | e III
W= - B | = e
1000 | .l Ill._ III . _l‘ II"I | 1000 B Iiiil ||-|i -___ gl £ I-“ ‘
e T 111 0 i sl .. el |-zt

Date Date
B CrabASTest @ JobRobotl analysis B unknown Sc o B CrabASTest @ SW_WMonioring @ orabASTest M urknown
HGLITEtest @ 5W_koniloring  crabASTest downt|me ® JobRobot ® Te=tRobot production
B JobRobot H TestRobot H production

® JobRobot1 manalsis ® production-test
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FIC

e Significant skimming contribution was made by PIC Tier-1
- 3" processing place, after CERN and FNAL at end 2007.

Cumulative Events Written
75 Days from 2007-10-01 to 2007-12-15 UTC

)
- - = I ! ! I !
Merge Events Written by Site = e e Revorpnlneiimer RS O A P g
10 Weeks from 2007/39 to 2007/49 UTC 1 : : ; : : ; ! ! '
B et sl s S s e e s s e e
i 6 SO S A RN R A R R L e R e o e e S e L S e L e S S P
L T R
— o I . . i S S
128 MEvts | o gl b Ne b e w  Lom

and

SMes
i LRt il VAN _ ol (T, N S, . S .| .

T4 MEwts
Total = 863 MEuts

L i i
2007-10-03 2007-10-10 2007-10-17 2007-10-24 2007-10-21 2007-11-07 2007-11-14 2007-11-21 2007-11-28 2007-12-05 2007-12-12

Time =PIC

* The challenge showed that SWE reqgion is in good shape
to carry out CMS workflows.

Dr. Josep Flix [PIC] - jflix@pic.es 2nd IBERIAN GRID INFRASTRUCTURE CONFERENCE - 12th May - Porto (Portugal) 18



The CCRC’08 challenge

« CCRCO08: wide computing challenge , involving all LHC
experiments to drive their computing workflows at once.

 The main goal is to ramp-up the load on the Tier infrastructure
towards nominal values and test the stability and performance.

 First tests scheduled in Feb. 2008. Main CMS goals (transfers):

1) TO->T1 targets : to disk at 40% of nominal rate (25 MB/s for PIC) sustained for 3
days, and data migration to tape within 1 week with stable pattern.

2) T1->T1 targets : 50% of the overall 2008 nominal outbound rate to T1s (4 MB/s to
each T1 from PIC). Exchange of data with at least 3 T1s, with at least 1 T1 not
placed in the same continent (FNAL or ASGC in this case).

3) T1->T2 targets (regional T2s only): for PIC the goal was to achieve 20 MB/s to
T2-Spain (CIEMAT, IFCA) and 3 MB/s toT2-Portugal (LIP-Lisbon, LIP-Coimbra).

4) T2->T1 targets : Traffic only from regional T2s according to the computing model.
For PIC the goal was to get 1.5 MB/s from T2-Spain and 0.5 MB/s from T2-

Portugal.
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The CCRC’'08 challenge @ SWE |

TO0-T1 transfers

from: fo. ASGC CMNAF FMNAL FZK IN2P3 PIC RAL

T0O i3 29 149 46 39 25 40
# days at target rate rd 10 3 “ 2 & =
highest rate [MBfs] satisfying metric 75 70 149 58 51 58 53
- oorresponding tao: (wrt 2008 rates) 2319%: g79%: 4 00%%h 50% B2%4 9304 53%h

R To — PIC B2

CMS PhEDEx - Transfer Rate
20 Days from Z008-02-04 to 2008-02-24 UTC

T T LI T v T ! vy
1 : | i I :
ol Week-1 | | Week-2 | )| Week 3
I : A | I
| Original test window for PIC :
S0l | p——— 0 T gy g P gy ----------------------------------------
i : I
L0 I I
o B0 I
=
I
o |
| Target-
i 25 MB/s/day for 3 days in a row

(I EEEE LR RES I TR R RN Y T BN

(RS T E R ERER LT3 -I--I--l--l--l--l--l--l--lql-l--l-l-i-il--l- -

a0

] ]
FO0B-02-04 J008-02-07 ZU0B-02-10 2008-02-13 20 0=-00-18

Time

O0R-02-10 2008-02-33

CHM5 PhEDEx - Transfer Quality
3T s from 0060504 ba JGTIB-07-24 LTC

W T CERM_ExporiioT1_FIC_Suler

Maximum. 103.33 MBs Minimum; 4 &4 MBS, Averags S5 48 MES, Current: 5163 MG

3L Frere 1] B

E Target achieved (1n week-1)

= 107 20% o o 0% By T i T =

Dr. Josep Flix [PIC] - jflix@pic.es 2nd IBERIAN GRID INFRASTRUCTURE CONFERENCE - 12th May - Porto (Portugal) 20



The CCRC'08 challenge @ SWE Il %«

= Summary of T1—T1 tests e

T1-T1 transfers

CCRC metric: T1 export gt rates beiow (see matrix) demonstrated for at least 3 days in a row to at least 3 T1s, among which 1 must ba
in a different continent wrt source T1

FULL T1 MATRIX

from: to: ASGC CNAF FNAL FZK INZP3 PIC RAL >=3 T1s? other cont? achieved?
ASGC - 4 4 4 4 4 4 yas yes yes
CMNAF 6 = 6 6 ] ] 6 yes yes yes
FMAL 46 46 - 46 46 46 46 no no no (%)
FZK 11 “ yes yes yes
INZ2P3 10 10 yes yes yes
PIC - yes yes yes
RAL ] yes yes yes
ASGC CNAF FNAL FZK IN2P3 PIC RAL
# days at sggregate TIl-outbound rate 10 7z - (& & 1z 11
highest rate [MB/s] (peak) achieved 68 105 115 205 i1i8 130 137 Goals met by the
... corresponding to; (wrt 2008 rates) | 142% 146% 21% 155%  98% 271% 127% end of Feb. 2008

next slide
(™) the overall AOD replication scheme may be reviewed and better balanced ( )

* The average PIC export rate to T1 centres was of about 50 MB/s,
with a daily averaged maximum of 130 MB/s.

e Data imports to PIC from T1ls got an average rate of 57 MBJ/s,
with a daily averaged maximum of 240 MB/s.
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The CCRC'08 challenge @ SWE Ill A%

CMS PhEDEX - Transfer Rate
132 Hours from 2008-02-24 12:00 to 2008-03-01 00:00 UTC

500 L | | | | | | | |
475 MB/S! semapunnnunyf 5 5 5 .[PIC IMPORTS)]
-'-'I.DL'.I--...-...-ET.-,_ Bl- - --------- E --------------------- E -------------------- :- ------ R - e -
300 - - - - - ---_'—'.--- __.--- ----_-'1..-:--:- ----- 1 - - - - El- - - - [ F-1-14 FEFM -1 A B S TS -y
Wi . . M HLH LT -
—
[win]
=
ot RS S 0 1 O 1 O
100 b - << P LA B | LA E LR L - B L | ] et L f L b L el L
TR ROT 15 ST T s T PSSR . 2008-02-28 RO e 2008.03.01
Time
|21 TO_CERN_Export to T1_PIC_Buffer [ T1_ASGC_Buffer to T1_PIC_Buffer | |T1.CNAF_Buffer to T1_PIC_Buffer
[0 T1_FHAL Buffer to T1_PIC_Buffer [[1T1 FZK_Buffer to T1_PIC_Buffar [ T1_RAL Buffer tn T1_PIC_Buffer
[T T2_LIP Coimbra to T1_PIC_Buffer B T2_LIP_Lisbon to T1_PIC_Buffer [0 T2_Mebraska_Buffer to T1_PIC_Buffer
[ T2_Spain_CIEMAT to T1_PIC_Buffer B T2_Spain_IFCA to T1_PIC_Buffer

Maximum: 475.59 MB/s, Minimum: 31.23 MB/s, Average: 268.26 MB/s, Current: 175.60 MB/s

* Regional T2s (CIEMAT, IFCA, LIP-Coimbra and LIP-Lisbon) to
PIC achieved 23 MB/s, with a daily averaged maximum of 34 MB/s.
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The CCRC'08 challenge @ SWE IV &=

» PIC to reqgional T2s achieved 32 MB/s ,with a daily averaged
maximum of 104 MB/s.

CMS PhEDEXx - Transfer Rate

132 Hours from 2008-02-09 12:00 to 2008-02-15 00:00 UTC
' ' ' ! L}

300

: /|PIC EXPORTS)|
o] ey ZGOMB/SIIIIIIIIIIIh ................... A E ................... e

|I| 5 100 MBs
|| I to CIEMAT

e s L I T | R I

L0 L
100 g ull
50 | i -
i}
2008-02-10 2008-02-11 EUDEI-DZ-IE 2008-02-12 2008-02-14 2008-02-15
Time
L T1_PIZ_Buffer to T1_ASGC_Buffer W T1_PIC_Buffer to T1_CERN_Euffer LI T1_PIC_Buffer to T1_CHAF_Buffer
B T1_PIC_Buffer to T1_FMAL_Buffer [ T1_PIC_Euffer to T1_FZK_Buffar [[IT1_PIC_Buffer to T1_INZP3_Buffer
[ T1_PIC_Buffer to T1_RAL_Buffer T1_PIC_Buffer ta T2_Bari_Buffer B T1_FIC_Euffer to T2 CSCS Buffer
[ T1_PIC_Buffer to T2_DESY_Buffer [0 T1_PIC_Buffer to T2_Flarid=_Buffer [ T1_PIC_Buffer to T2_LIP_Liskan
[C1T1_PIC_Buffer to T2_Legnaro_Buffer B T1_PIC_Buffer to T2_MIT_Buffer [T T1_PIC_Buffer to T2_Nebraska_Buffer
B T1_PIC_Buffer to T2_Pisa_Buffer [ T1_PIC_Buffer to T2_Purdus_Buffer B T1_PIC_Buffer to T2_RWTH_Buffer
[T T1_PIC_Bufferto T2_Spain_CIEMAT [ T1_PIC_Buffer to T2_Spain_IFCA B T1_PIC_Buffer to T2_Wisconsin_Buffer

Maximum: 264.34 MB/s, Minimum: 107.58 MB/s, Average: 166.82 MB/s, Current: 112.26 MB/s

» PIC&T2-Spain/Portugal sites met all the CCRCO08 Phase-| goals by far.
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Summary and Conclusions /L

e The Iberian community is demonstrating to poses functional
sites to run a complex computing system at significant scales.

* Results above the expectations ... Overlaping tests ongoing
to prove the system at higher capacities. (csaos, cCRC'08,GlobalRun...)

e Active participation on software activities and coordination and
operations of important CMS computing activities:

- Integration Program coordination.
- CMS sites commissioning program coordination.
- Active participation on Facilities Operations.

* Very valuable experience has been gained by participating on
all these activities.

» 2008 resources almost ready - looking forward for collisions!
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