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What actually is a grid?
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A problem statement for today…

� IT as a commodity

� The “innovation agenda”

� It’s NOT just about doing things cheaper

� So how do you differentiate your business?
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A problem statement for today…

...and future challenges

� IT as a commodity

� The “innovation agenda”

� It’s NOT just about doing things cheaper

� So how do you differentiate your business?

� Computational growth / new workloads

� Volume and richness of data 

� Adoption on Web2.0 technologies
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Financial Services Sector Trends, 2007-2015

Informed clients are increasing demands

Global integration is reshaping industries

Regulatory burdens are growing

Innovation is becoming imperative

FSS Industry Trends Challenges

Data Explosion

Managing Complexity

Managing Business Integrity

Collaboration & Partnering

Speed & Transparency
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Analytics problem is large and growing fast
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Financial Market Analytics
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Why grid is ‘struggling’

Divergence between vision and reality

Very slow progress on grid standards

Commercial readiness of standards-based grid software

Business needs to move faster than the current technological 
‘state of the art’ is allowing them to
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Data centers are at a tipping point

Energy usage is a common theme impacting IT capability 

Increased Computing Demand

Changing Cost Dynamics

“According to Gartner, by 2008, 50 percent of current data centers will have insufficient power and 
cooling capacity to meet the demands of high density equipment." 1

Data Center Lifecycle Mismatch
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Then (~2003) �

� Innovation drives 
performance

� Scaling drives down cost

� Power constrained

� Standby power dominates

� Focus on system 
performance

Now

The DiscontinuityThe Discontinuity

� Scaling drove performance

� Scaling drove down cost

� Performance constrained

� Active power     dominates

� Focus on processor
performance 

We can no longer simply increase the clock frequenc y (processor “speed”) at the same 
rate as we have in the past in order to increase pe rformance. - Intel Paper: From a Few 
Cores to Many, 2006
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Application-optimised systems examples

� Processing
• Blue Gene
• Cell broadband Engine, 
• FPGAs (Field-Programmable 

Gate Arrays) & CPLDs 
(Complex Programmable 
Logic Devices) 

• Utility computing 
• Computational appliances 

(e.g Azul Systems / 
DataPower) �

• AGEIA’s PhysX processor 
• Google Enterprise Search 

appliances
• Graphics Processing Units 

(GPUs) �
• Deep Computing Visualisation

� Storage appliances 
• Application-optimised 

Network-attached storage

� Communication 
• Network accelerators
• Specialised interconnects
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~11mm

Compute Chip

2 cores 
2.8-5.6 GF/s

4 MB eDRAM
17 Watts max

System

64 cabinets
65,536 nodes

(131,072 cores)�
180-360 TF/s
64 TB RAM

1.2 MW
2,500 sq.ft.

Card

Field Replaceable 
Unit

2 nodes (4 cores)�
25mmx32mm
2.8-5.6 GF/s
2GB RAM 

Tray

32 nodes
(64 cores)�
16 cards

90-180 GF/s
32 GB RAM

Cabinet

1024 nodes     
(2,048 cores) �

32 trays
2 midplanes

5.7 TF/s
1 TB RAM
15-20 kW

Blue Gene

Node
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Cell Broadband Engine
� Cell is the IBM processor inside the 

Sony PlayStation 3
- Jointly developed by IBM, Sony & 

Toshiba

� Cell is a 2 nd generation multicore 
processor 
- Five years after IBM ships the first 

multicore processor

� Cell is a high performance processor
- Delivering substantial performance 

improvements for complex 
workloads

� Cell is here today!
- Sept 2006 – QS20 blade announced

� Cell is the start of a long-term alliance 
- Jan 2006: 6 year STI alliance 

extended by 5 more years
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nVIDIA Tesla Hardware 
Offerings

� Processor

– Single precision IEEE 754 floating point

– ~140W (estimate)�

– 518GF/s Peak

– 76.8GB/s peak memory

– IEEE 754 single-precision floating point 

– Windows and Linux support

� Single GPU chip PCI-E(16) add-in board

– 170W

– 2 slot width

– 1.5GB dedicated memory

� 1U Server

– 550W – 800W

– 4 GPU (2.07 TF/s)�

– Connection to 1-2 x86 server via x16 PCI-E adapter

� Dual GPU deskside offering

– 2 GPU (1 TF/s)�

– Connection to x86 workstation via PCI-E adapter

(C870 est. at $1499)�

(S870 est. at $10,000)�

(D870 est. at $7000)�



© 2007 IBM CorporationPage 16

Deep Computing Capacity on Demand

In-house HPC
Infrastructure

Virtual Private Network

IBM DCCoD 
Centers

� Security-rich encrypted IPsec tunnel
� Ongoing access via the Internet
� Administrative commands and control
� Data transfer

A security-rich extension of the client’s in-house environment

Variable Capacity 
Variable Cost

Fixed Capacity
Fixed Cost

�9,768 CPUs
�4,773 Servers
�10’s TB Storage

IBM POWER
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Accelerator computing models

General Purpose Systems

Programmability �
Generality �
Flexibility �

Manageability �

MPEG chips
Crypto chips

DSPs FPGAs Hybrid systems UNIX / 
Linux
SMP 
Clusters

Commodity
Linux 
Clusters

Blue Gene®

Accelerator boards:
(eg. Clearspeed, GPU) �

Cell 
Blade 
clusters

Hybrid  
systems

Special purpose hardware

Cell 
Blades in
Grids
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Technology Positioning 
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Revolutionary Hybrid Supercomputer at Los Alamos National Laboratory 
will harness Cell Broadband Engine and AMD Opteron™ techn ologies

IBM to Build World's First Cell Broadband Engine™
Based Supercomputer (“RoadRunner”) �

x86 Linux 
Master Cluster

AMD Opteron™

Intel® Xeon®
(Blade or 1U)�

Cell BE
Accelerator

Cluster
(Blade)�

Designed for 1.6 PetaFLOPS Peak DOUBLE Precision Floating Point Performance 

~7,000 dual-core Opterons
• ~50 TeraFlop/s (total)�

~13,000 eDP Cell chips
•••• 1.4 PetaFlop/s (Cell)

GFlop/sec summary:
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What is Cloud Computing?

4+ billion phones by 
2010 [Source: Nokia]

Web 2.0-
enabled PCs, 
TVs, etc.

Businesses, 
from 
startups to 
enterprises

An emerging computing paradigm where data and 

services reside in massively scalable data centers and 

can be ubiquitously accessed from any connected 

devices over the internet.
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70 active incubations
10 new products

Technology Incubation Cloud for IBM Employees
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IBM Research:

Stream processing

IBM “System S”

prototype running 

at T.J. Watson 

Research Center

� New computing architecture

� Pull information from anywhere in real time

� Ultra-low latency, ultra-high throughput

� Financial market uses:

• Market data feed processing

• Algorithmic / automated trading

• Risk management

• Compliance management and market surveillance
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Many types of streaming data – one platform
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Demo Scenario: Fear and Opportunity in the 
GulfNews Flash:

Hurricane Dean Upgraded to Category 5 Path 
Projected through Gulf…

Oil Stocks Uniformly Down

News Flash:
Hurricane Dean Upgraded to Category 5 Path 

Projected through Gulf…
Oil Stocks Uniformly Down

Same story, 
viewed 2 hours later

Others are 
up, showing 
recovery

Properties with 
significant assets 
in path are still 
down
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