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HPC Top500: An Example of Moore’s Law
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 1 Server Today is Yesterday’s top HPC Machine

Typical Server
2006: Dual Processor = 50 GFlop

   2007: Dual Processor = ~ 100 GFlop

Source: HPC - www.top500.org, June 2006; PC - Intel











Green Grid
Industry and user organization focused on Energy Efficient Data Centers and 
Enterprise IT

> Launched April 26th with 11 companies 
> AMD, APC, Dell, HP, IBM, Intel, Microsoft, Rackable Systems, SprayCool, Sun 

Microsystems, and VMware
> Now at 40+ companies.

Mission Statement:
A global consortium dedicated to advancing energy efficiency in data centers and 
business computing ecosystems.

In furtherance of its mission, the Green Grid, in consultation with end-users, will:
-  Define meaningful, end-user-centric models and metrics;
-  Develop standards, measurement methods, processes and new technologies to 
improve performance against the defined metrics; and
- Promote the adoption of the energy efficient standards, processes, measurements and 
technologies.
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Where Does Hardware Inefficiency Go?
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Inefficiencies Create Consumption
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Cooling Basics
• All the heat generated by electronic equipment (server power) has to be 

removed out of the room.
• Traditional raised floor cooling can typically handle up to 5 kW per rack. 

This assumes:
> raised floor is high enough – higher than 24”
> no obstructions – cables, trays, etc…
> hot aisle / cold aisle equipment layout – servers front to front, back to back



Data Center Mobile Hot Spots



Power and Cooling Trends

• Raised Floor alone provide limited capabilities
• Rack Power Consumption > 10KW
• Blade Designs are increasing Density, Power, and Weight 

per Rack
• Close Coupling of Systems and Cooling will be required









Sun Blade Cooling Option with APC



In-Row Chillers with Sun Blade 6000



Liebert XDV



Liebert XDH



NSF TeriGrid - TACC Floorplan

2 Magnum switches
16 line cards each
(2,304 4x IB ports each)

12 IO racks
(25 X4600 4 RU
 72 X4500 4 RU) 

112 APC Row coolers

82 blade compute racks
(3,936 4S blades)C
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1,312 12x cables
(16 per rack)
16 km total length

72 splitter cables
6 per IO rack12x cable lengths:      171 9m,  679 11m,  406 13m,  56 15m

Splitter cable lengths: 54 14m,    18 16m
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Extreme Datacenter – Hot Air Containment



Module Data Center

The World’s First Containment Datacenter



Cooling
• Air flows in circular path with fans and 

heat exchanger per rack
> Payload installed front to back

• Chiller size depends on the payload, 
60-ton chiller for max 200kW load
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Newthinking in Systems/Grid Design



    

• SPARC V9 implementation
• Up to eight 4-way multi-

threaded cores for up to
32 simultaneous threads

• All cores connected through a 
90GB/sec crossbar switch

• High-bandwidth 12-way associative 
3MB Level-2 cache on chip

• 4 DDR2 channels (23GB/s)
• Power : < 70W !
• ~300M transistors 
• 378 sq. mm die
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Single Threaded 
Performance Chip Multi-threaded 

(CMT) Performance

The Power of CMT
 

Niagara Processor 
Utilization: Up to 85%
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Single-core Processor CMT Processor(Size Not to Scale) 

Uses a Fraction of the Power/Thread vs. Xeon
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Niagara’s Power Advantage
“Cool Threads” Dramatically Reduce Power Consumption



An integer linear programming (ILP) based static scheduling 
method that minimizes both thermal hot spots and temperature 
gradients to increase MPSoC reliability

Source : Ayse  Coskun, Tajana Simuni´c Rosing, Keith A. Whisnant, and Kenny C. Gross, Static and Dynamic Temperature-Aware Scheduling
for Multiprocessor SoCs













Algorithm Profile



Congugate Gradient Sparce Solver

Source : Korad Malkowski, Ingyu Lee, Padma Raghavan, Mary Jane Irwin, Conjugate Gradient Sparse Solvers:
Performance-Power Characteristics



Source : Korad Malkowski, Ingyu Lee, Padma Raghavan, Mary Jane Irwin, Conjugate Gradient Sparse Solvers:
Performance-Power Characteristics



Application Power Profiling



Application Power Profile

Source : Xizhou Feng, Rong Ge, Kirk W. Cameron, University of South Carolina, Columbia, SC 29208, 
Power and Energy Profiling of Scientific Applications on Distributed Systems



Source : Xizhou Feng, Rong Ge, Kirk W. Cameron, University of South Carolina, Columbia, SC 29208, 
Power and Energy Profiling of Scientific Applications on Distributed Systems



Source : Xizhou Feng, Rong Ge, Kirk W. Cameron, University of South Carolina, Columbia, SC 29208, 
Power and Energy Profiling of Scientific Applications on Distributed Systems



Source : Xizhou Feng, Rong Ge, Kirk W. Cameron, University of South Carolina, Columbia, SC 29208, 
Power and Energy Profiling of Scientific Applications on Distributed Systems





Observation of NPB 
• CPU power consumption decreases as memory power 

consumption goes up;
•  Both CPU power and memory power decrease with 

message communication among different nodes;
•  For most parallel codes (except EP), the average power 

consumption goes down as the number of nodes increases;
• Communication distance and message size affects the 

power profile pattern (for example, LU has short and 
shallow power consumption in contrast with FT).



Source : Xizhou Feng, Rong Ge, Kirk W. Cameron, University of South Carolina, Columbia, SC 29208, 
Power and Energy Profiling of Scientific Applications on Distributed Systems



AMD Opteron 2218 :  DVFS

Source : Xizhou Feng, Rong Ge, Kirk W. Cameron, University of South Carolina, Columbia, SC 29208, 
Power and Energy Profiling of Scientific Applications on Distributed Systems



Intel 1.4 Ghz Pentium-M :  FT Benchmark

Source :K. Cameron, Rong Ge, Xizhou Feng High-Performance, Power-Aware Distributed Computing for Scientific Applications



CPU Miser



Green Destiny

Source:  Wu-chun Feng, Xizhou Feng, and 
Rong Ge, Green Computing Comes of 
Age



Virtualization & GridVirtualization & Grid



Efficient Resource Utilization:
Consolidation
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Today's average utilization: 
7-15% per server

- Gartner, Nov. 2002
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Efficient Resource Utilization:
Migration
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Two Dimensions of Virtualization

Make a data center with N 
servers...

...look like it has >>N
servers for utilization

...look like it has <<N 
servers for 
administration

Partitioning

Aggregation



Virtualization



Virtualization Technology
Hardware Partitions

Technology Vendor
Dynamic Systems Domain Sun
LPAR IBM
VPAR NPAR HP

Hypervisor
Technology Vendor
XVM Server Sun
Virtual Infr 3 (ESX) Vmware
Xen Xensource & Sun
Viridian Microsoft
Logical Domains Sun
KVM (Linux Community
VM IBM



Virtualization Technology

OS Virtualization
Technology Vendor
Solaris Containers/Zones Sun
IBM Wpars IBM
BSD Jails HP
Virtuozzo Swsoft
OpenVZ Community

Technology Vendor
Etude Sun
Trigence Trigence
Softgrid Softricity
SVS – Software Virt Soln Alteris
Logical Domains Sun
Project Tarpon Citrix

Application
Virtualization



The Re-Entrant Grid



Why we cannot do this easily



Why we cannot do this easily

Corollary : Energy efficiency isn’t just a chip or hardware problem. 
It is a Grid management problem,  a systems management problem,

 an OS problem, a networking problem
a virtualisation problem,  a data grid problem (storage).



What the community is up to?

• Spec power and performance
• Green Top 500
• Green Grid
• US Congress passed law 109-431
• EPA Report
• Others
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